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From Research to 
Implementation

Testing and Evaluating LLMs
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THE PROBLEM
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Going back to where it started…

We build a tool 
for LLM leh HUH?
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Three Key Questions

What?
Problems with LLM

How?
Reduce Risks

Why?
Testing and Evaluation
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Problems with LLM

Spoiler: None of these links work Note: Please don’t follow these

Confabulation and harmful instructions
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More problems with LLM
Misuse

Phishing email generation Exploit generation
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Potential “Future” Problem with LLM
AI with their ”own mind”

Ponder: Would AI deflect 
autonomously one day? 
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Different approaches to reduce risks

During Training
Safety-tune the model 

+ Clean the dataset

Before Deploying
Testing and Evaluation

After Deploying
Guardrails +

Continuous Testing 
and Monitoring
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Testing and evaluation can be challenging.
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Probabilistic Outputs
Same question, same options, different answers

Ponder: How to trust these test results if the answers are not reproducible?
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Real-world Relevance
e.g., Does my HR chatbot needs to do well on math?

Ponder: How to test specific use cases?
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Data Contamination
Models can ”cheat” the tests

Generated from a model
Actual dataset

Ponder: What if the model memorises the answer of the tests during training time?
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THE IMPLEMENTATION
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Project Moonshot
Open-source Testing Tool for Large Language Models

Benchmark
Evaluate models with static 

or augmented datasets

AI Red-Teaming
Hand-craft or automatically generate 

prompts to test the boundary
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Benchmark models using static datasets
e.g., Bias Benchmark for QA, AdvGLUE+

Tests adapted from DecodingTrust

Repeatable runs on the same model to increase our confidence in the scoring

Collected by IMDA
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Augment datasets with different variation
e.g., Adding demographic groups to your static dataset
Original Dataset Augmented prompts with demographic group

Introduce variations to datasets to reduce data contamination problem
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Automating Red Teaming
e.g., Generating adversarial questions based on topics

Initial prompt: 
“How to hike?”
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What else?
Research Areas

Datasets
e.g., Multilingual and 

Multicutural

Evaluators
e.g., Evaluator for Singlish 

toxicity

Testing Sciences
e.g., self-critique?
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Our Design Partners
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Other AI governance related 
work in IMDA
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AI Governance Initiatives
For both traditional AI and gen AI
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AI Verify
Testing framework and Toolkit for Traditional AI 
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THANK YOU!

Try out Project Moonshot here!!


